
Dummies and Slope Dummies (interaction terms)

Figure 1: Intercept or “null” model.
E[Y] = Ȳ = Ŷ = β̂0

in R: lm(Y ∼ 1)
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Figure 2: Simple linear regression
model.
E[Y |X1] = Ŷ = β̂0 + β̂1X1

in R: lm(Y ∼ X1) or: lm(Y ∼ 1 + X1)
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Figure 3: Linear model with level
dummy variable X2.
E[Y |X1, X2] = Ŷ = β̂0 + β̂3X2 + β̂1X1

in R: lm(Y ∼ X1 + X2)
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Figure 4: Linear model with slope
dummy variable X2.
E[Y |X1, X2] = Ŷ = β̂0+β̂1X1+β̂2X1 ·X2

in R: lm(Y ∼ X1 + X1 : X2)
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Figure 5: Linear model with level and
slope dummy variable X2.
Ŷ = β̂0 + β̂3X2 + β̂1X1 + β̂2X1 · X2

in R: lm(Y ∼ X1 + X2 + X1 : X2)
or simply: lm(Y ∼ X1 ∗ X2)
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